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The identification of an optimized model is one of the key issues in the field of fuzzy system modeling. This has gained significant importance since; most of the real life systems are highly complex and nonlinear. Fuzzy model identification involves two stages i.e. identification of input and output membership functions as well as generation of rule base for the system being modeled. The fuzzy modeling or fuzzy model identification can be formulated as a search and optimization problem where the goal is to find the parameters of fuzzy model based on some evaluation criteria such that model gives optimal performance. Therefore, search and optimization techniques can be applied to the problem of model identification. Owing to their ability to deal with highly complex problems nature/biologically inspired approaches are currently amongst the most powerful algorithms suitable for fuzzy model identification problems. The research work reported in this paper is focused on five new approaches to model identification based on nature inspired optimization algorithms namely Biogeography Based Optimization Approach (BBO), Big Bang - Big Crunch Optimization Based Approach (BB-BC), Artificial Bee Colony Optimization Based Approach (ABC), Ant Colony Optimization Based Approach (ACO) and Firefly Algorithm Based Approach (FA). These approaches have been implemented and validated successfully on two standard benchmark data sets to suggest robust, tractable and low cost solutions.
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1. INTRODUCTION

The principles of fuzzy modeling were outlined by Zadeh in [1] where he proposed a new approach that “provides an approximate and yet effective means of describing the behavior of systems which are too complex or too ill-defined to admit use of precise mathematical analysis.” The models proposed by Zadeh present three distinguishable features: (1) the use of linguistic variables in place or in addition to numerical variables, (2) the description of simple relations between variables by conditional fuzzy statements, and (3) the characterization of complex relations by fuzzy algorithms. Current fuzzy modeling techniques still follow these principles. An important issue in designing fuzzy models involves the question of providing a methodology for their development, i.e., a method for obtaining the fuzzy model from numerical information and knowledge about the system [2].

Fuzzy modeling is the task of identifying the parameters of a fuzzy inference system so that a desired behavior is attained [3]. Due to linguistic and numeric requirements, the fuzzy-modeling process has generally to deal with an important trade-off between the accuracy and the interpretability of the model. In other words, the model is expected to provide high numeric precision while incurring as little a loss of linguistic descriptive power as possible. With the direct approach a fuzzy model is constructed using knowledge from a human expert (Knowledge-driven modeling) [3], [4]. This task becomes difficult when the available knowledge is incomplete or when the problem space is very large, thus motivating the use of automatic approaches to fuzzy modeling (Data-driven modeling) [5]. This modeling approach makes use of numeric information obtained from input-output measurements. It is also possible to integrate both the modeling approaches [6]. One of the major problems in fuzzy modeling is the curse of dimensionality, meaning that the computation requirements grow exponentially with the number of variables.

The problem of fuzzy model identification includes the following issues [2], [7]:

- Selecting the type of fuzzy model.
- Selecting input and output variables for the model.
- Choosing the structure of membership functions.
- Determining the number of fuzzy rules.
- Identifying the parameters of antecedent and consequent membership functions.
- Identifying the consequent parameters of rules.
- Defining some performance criteria for evaluating fuzzy models.

The survey of the field reveals that literature is rich with a large number of classical/hard computing (Exact reasoning) based approaches such as Clustering, Singular value decomposition, Decision trees etc. We also found that
few soft computing (Approximate reasoning) based approaches like Evolutionary Computation, Neural Networks and Swarm Intelligence have also been developed and applied for fuzzy model identification [8]-[47].

In classical/hard computing based approaches we require a precisely stated analytical model with associated computational complexity. The real world problems exist in a non-ideal environment i.e. the real world problems are pervasively imprecise and uncertain. Precision and certainty carry a cost. This cost grows exponentially with the system complexity. This is where approximate reasoning or soft computing approaches come into play. The guiding principle of soft computing is to exploit the tolerance for imprecision, uncertainty, partial truth, and approximation to achieve tractable, robust and low cost solutions [48]. Soft computing plays an important role in situations where we could replace “the best for sure” solution with “good enough with high probability” solutions. Hence, soft computing approaches seem to be very effective solutions for the model identification problems.

In real life we have to design engineering systems which are very complex and highly nonlinear. In order to reduce design cycle time there will always is a need for a fast and better modeling approach which provides tractable, robust and low cost solution to engineering system modeling. Hence, a search of more and more of such techniques for fuzzy modeling will always be a key question. This research work is also an attempt to answer such an important question partially. This paper proposes five new methodologies and techniques for optimized fuzzy model identification.

This paper is organized as follows. Section 2 provides a brief account of five nature/biologically inspired optimization algorithms. In Section 3, the framework for fuzzy model identification based upon nature inspired algorithms namely BBO, BB-BC, ABC, ACO and FA is presented. Section 4 represents experimental results considering two real world problems one control problem and other Iris data classification problem. Finally, conclusions are drawn in Section 5.

2. NATURE INSPIRED APPROACHES

2.1 BBO Algorithm

Biogeography-based optimization is a population-based evolutionary algorithm that is based on the mathematics of biogeography. Biogeography is the study of the geographical distribution of biological organisms. In BBO, problem solutions are represented as islands, and the sharing of features between solutions is represented as emigration and immigration. An island is any habitat that is geographically isolated from other habitats [49]-[58].

Biogeography-based optimization was first presented in [49] and is an example of how a natural process can be modeled to solve general optimi-
zation problems. This is similar to what has occurred in the past few decades with genetic algorithms, neural networks, ant colony optimization, particle swarm optimization, and other areas of computer intelligence. Biogeography is nature’s way of distributing species, and is analogous to general problem solving. Suppose that we have some problem, and that we also have a certain number of candidate solutions. A good solution is analogous to an island with a high HSI (Habitat suitability index), and a poor solution is like an island with a low HSI. Features that correlate with HSI include factors such as rainfall, diversity of vegetation, diversity of topographic features, land area, and temperature. The variables that characterize habitability are called suitability index variables (SIVs). High HSI solutions are more likely to share their features with other solutions, and low HSI solutions are more likely to accept shared features from other solutions. As with every other evolutionary algorithm, each solution might also have some probability of mutation, although mutation is not an essential feature of BBO. The pseudo-code for BBO Algorithm is shown in Figure 1.

![Figure 1](image-url)

**FIGURE 1**
Pseudo-code for BBO Algorithm.

\[
\begin{align*}
\text{Begin} & \\
\text{/* BBO parameter initialization */} & \\
\text{Generate a random set of habitats (integer population) } H_1, H_2, \ldots, H_n; & \\
\text{Compute corresponding HSI value; } & /* \text{HSI represents the fitness value} */ & \\
\text{Sort the population from best to worst based on HSI value; } & & \\
\text{/* End of BBO parameter initialization */} & \\
\text{While not } \text{Termination criterion} & \\
\text{Keep the best individuals as elites; } & \\
\text{Compute immigration rate } \lambda_i \text{ and emigration rate } \mu_i \text{ for each habitat based on HSI; } & \\
\text{/* Migration */} & \\
\text{Select } H_i \text{ with probability based on } \lambda_i; & /* \text{see probability Eq. (A.1)} */ & \\
\text{If } H_i \text{ is selected} & \\
\text{Select } H_j \text{ with probability based on } \mu_j; & \\
\text{If } H_j \text{ is selected} & \\
\text{Randomly select an SIV from } H_i; & \\
\text{Replace a random SIV in } H_i \text{ with one from } H_j; & \\
\text{End if} & \\
\text{/* End of migration */} & \\
\text{/* Mutation */} & \\
\text{Select an SIV in } H_i \text{ with probability based on the mutation rate } P_{\text{mutn}}; & \\
\text{If } H_i \text{ is selected} & \\
\text{Replace } H_i \text{ with a randomly generated SIV; } & \\
\text{End if} & \\
\text{/* End of mutation */} & \\
\text{Recompute the HSI value of the modified habitats; } & \\
\text{Sort the population from best to worst based on HSI value (cost); } & \\
\text{Replace the worst with the previous generation’s elites; } & \\
\text{Sort this population from best to worst based on HSI value; } & \\
\text{End while} & \\
\end{align*}
\]

where \( \lambda_i \) and \( \mu_i \) are the immigration and emigration rates when there are \( i \) species in the habitat.
2.2 BB-BC Algorithm

The Big Bang theory is a broadly accepted theory for the origin and evolution of our universe [59]. Inspired by this theory, an optimization algorithm is constructed, which is referred to as the Big Bang-Big Crunch optimization algorithm [59]-[61].

Randomness can be seen as equivalent to the energy dissipation in nature while convergence to a local or global optimum point can be viewed as gravitational attraction [60]. Since energy dissipation creates disorder from ordered particles, we will use randomness as a transformation from a converged solution (order) to the birth of totally new solution candidates (disorder). The creation of the initial population randomly is called the Big Bang phase. In this phase, the candidate solutions are spread all over the search space in an uniform manner. The Big Bang phase is followed by the Big Crunch phase. The Big Crunch is a convergence operator that has many inputs but only one output, which can be named as the centre of mass. An optimization algorithm must converge to an optimal point; but, at the same time, in order to be classified as a global algorithm, it must contain certain different points within its search population with a decreasing probability. This ratio of solution points around the optimum value to points away from optimum value must decrease as the number of iterations increases. This convergence can be accomplished by spreading new off-springs around the centre of mass using a normal distribution operation in every direction where the standard deviation of this normal distribution decreases as the number of iterations of the algorithm increases. These successive explosion and contraction steps are carried repeatedly until a stopping criterion has been met. The pseudo-code for BB-BC Algorithm is shown in Figure 2.

2.3 ACO Algorithm

Ant colony optimization [21] is a metaheuristic that belongs to the group of swarm intelligence based techniques. In group of insects, which live in colonies, such as ants and bees, an individual can only do simple tasks of its own, while the colony’s cooperative work is the main reason determining the intelligent behavior it shows. ACO is an agent-based meta-heuristic for combinatorial optimization problems motivated by the ability of real ants to find the shortest path between their nest and a food source. This is attributed to the fact that ants lay a chemical substance, called a pheromone, along the paths they take, and when presented with a choice between alternative paths, they tend to choose the one with the greatest amount of pheromone. Pheromone, however, evaporates so that over time the shortest path accrues more pheromone as it is traversed more quickly. In a number of experiments presented in [21]-[23], Dorigo et al. illustrated the complex behaviour of ant colonies towards path length optimization. The Simple ACO (S-ACO) is an algorithmic implementation that adapts the behavior of real ants to solutions of mini-
2.4 ABC Algorithm

ABC algorithm proposed by Karaboga in 2005 for real parameter optimization, simulates the foraging behaviour of a bee colony [62]-[65]. In the ABC algorithm, the colony of artificial bees contains three groups of bees:

- Onlooker bees
- Employed bees
- Scout bees
employed bees, onlookers and scouts. A bee waiting on the dance area for making decision to choose a food source is called an onlooker and a bee going to the food source visited by itself previously is named an employed bee. A bee carrying out random search is called a scout. In the ABC algorithm, first half of the colony consists of employed artificial bees and the second half constitutes the onlookers. For every food source, there is only one employed bee. In other words, the number of employed bees is equal to the number of food sources around the hive. The employed bee whose food source is exhausted by the employed and onlooker bees becomes a scout. The pseudo-code for ABC Algorithm is shown in Figure 4.

2.5 FA Algorithm
The Firefly Algorithm is a nature-inspired, optimization meta-heuristic algorithm which is based on the social (flashing) behavior of fireflies. The primary purpose for a firefly’s flash is to act as a signal system to attract other fireflies. For simplicity, the flashing characteristics of fireflies are idealized in following three rules [66]-[68]:

- All fireflies are unisex, so that one firefly is attracted to other fireflies regardless of their sex.
- Attractiveness is proportional to their brightness, thus for any two flashing fireflies, the less bright one will move towards the brighter one. The attractiveness is proportional to the brightness and they both decrease as their distance increases. If no one is brighter than a particular firefly, it moves randomly.

<table>
<thead>
<tr>
<th>Artificial Bee Colony Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Begin</strong></td>
</tr>
<tr>
<td>/* ABC parameter initialization */</td>
</tr>
<tr>
<td>Initialize the random population of solutions $X_i$, $i = 1, 2, ..., SN$, $j = 1, 2, ..., D$ using Eq. (D.1)</td>
</tr>
<tr>
<td>Evaluate fitness value of the population;</td>
</tr>
<tr>
<td>/* End of ABC parameter initialization */</td>
</tr>
<tr>
<td><strong>While</strong> $T &lt; T_{max}$ /* $T$ is a termination criterion */</td>
</tr>
<tr>
<td>Produce new solutions $V_{ij}$ for the employed bees by using Eq. (D.2) and evaluate them;</td>
</tr>
<tr>
<td>Apply the greedy selection process for the employed bees;</td>
</tr>
<tr>
<td>Calculate the probability values $P_{ij}$ for the solutions $X_i$, by Eq. (D.3);</td>
</tr>
<tr>
<td>Produce the new solutions $V_{ij}$ for the onlookers from the solutions $X_i$, selected depending on $P_{ij}$ and evaluate their fitness value;</td>
</tr>
<tr>
<td>Apply the greedy selection process for the onlookers;</td>
</tr>
<tr>
<td>Determine the abandoned solution for the scout, if exists, and replace it with a new randomly produced solution $X_i$, by Eq. (D.1);</td>
</tr>
<tr>
<td>Memorize the best solution achieved so far;</td>
</tr>
<tr>
<td><strong>End While</strong></td>
</tr>
<tr>
<td><strong>End</strong></td>
</tr>
</tbody>
</table>

$$X_0 = l_1 - \delta (u_1 - l_1) \quad \text{(D.1)}; \quad V_0 = X_0 - g[X_0 - X_0]k \in 1, 2, ..., SN \quad \text{(D.2)}; \quad P_t = F(X_t) / \sum_{i=1}^{SN} F(X_i) \quad \text{(D.3)}$$

where

- $SN$ = Number of food source;
- $D$ = Number of optimization parameters;
- $F(X)$ = Nectar amount of the food source located at $X$;
- $\delta$ = random number between [-1,1];
- $g$ = random number in the range [0,1];
- $l_t$ and $u_t$ are the lower and upper bound of the parameter $X$.

**FIGURE 4**
Pseudo-code for ABC Algorithm.
The brightness of a firefly is affected or determined by the landscape of the objective function to be optimized.

Based on these three rules, the basic steps of the firefly algorithm can be summarized as the pseudo code shown in Figure 5.

3. IDENTIFICATION OF OPTIMIZED FUZZY MODEL BASED UPON NATURE INSPIRED APPROACHES

The fuzzy model identification involves finding the optimal values of the parameters of the fuzzy model based on some evaluation criteria. The application of optimization algorithm for fuzzy model identification involves a number of important considerations. The first step in applying such an algorithm is to define solution space (ranges of variables to be optimized), a set of constraints and the fitness function. Another important consideration is the solution encoding i.e. to completely encode a fuzzy system in terms of population (set of individuals). Each individual represents a fuzzy system which consists of two parts: one represents membership functions of antecedents and consequents and second part represents rule-base. It is also suggested to modify the membership functions and rule-base simultaneously, since these are codependent in a fuzzy system. In this paper, MSE is used as fitness function to evaluate the quality of fuzzy model. The ideal value of MSE would be zero.

\[
MSE = \frac{1}{N} \sum_{K=1}^{N} \left[ O_A - O_C \right]^2
\]  

(1)
where,

\[ O_a = \text{Actual output as given in data set} \]
\[ O_c = \text{Computed output of model} \]
\[ N = \text{Number of data points taken for model validation} \]

For the purpose of encoding, we consider a multi-input single-output system with \( n \) number of inputs with labels \( x_1, x_2, \ldots, x_n \) and the number of fuzzy sets for these inputs are \( m_1, m_2, \ldots, m_n \) respectively. Our encoding is based on the following assumptions:

i. Fixed number of triangular membership functions are used for both input and output variables and placed symmetrically over corresponding universes of discourse. The universe of discourse or simply universe is the working range of variable.

ii. First and last membership functions of each input and output variable are represented with \( z \)-type and sigma-type membership functions respectively.

iii. Complete rule-base is considered, where all possible combinations of input membership functions of all the input variables are considered for rule formulation.

iv. Overlapping between the adjacent membership functions for all the variables is ensured through some predefined constraints.

A) Encoding Mechanism for Tuning of the Fuzzy Membership Functions

Let us assume that first input variable is represented by three fuzzy sets (MFs) as given in Figure 6. The vertex of fuzzy sets is represented by \( E \)'s in this

![Figure 6: Representation of a variable with 3 membership functions with overlapping between the adjacent membership functions.](image)
figure, where $E_{11}$ represent vertex of first fuzzy set of first input variable. In general, $E_{ni}$ represents vertex of $i^{th}$ fuzzy set of $n^{th}$ input variable.

Then the constraints to ensure the overlapping between the adjacent membership functions for all the input variables for the zero-order TSK fuzzy model (Sugeno Model) can be represented as below:

$$X_{n\min} < E_{n1} < E_{n2} < ... < E_{nm_n} < X_{n\max}$$  \hspace{1cm} (2)

where $m_n$ represents number of fuzzy sets for $n^{th}$ input variable and $X_{n\min}$ and $X_{n\max}$ are the minimum and maximum value of the $n^{th}$ input variable respectively.

For the adjustment of membership functions the following equations are defined:

**Input Variable #n**

For ensuring a movement of membership functions to right, we use the following equations:

$$E_{ni} = E_{ni} + (E_{n(i+1)} - E_{ni}) * P_k$$  \hspace{1cm} (3)

where $i = 1, 2, \ldots, m_n, k = 1, 2, \ldots$ etc.

If $(i = m_n)$, then

$$E_{ni} = E_{ni} + (X_{n\max} - E_{ni}) * P_k$$  \hspace{1cm} (4)

Here $P_k$ decides the percentage of movement.

For the movement of membership functions to left, we use the following equations:

$$E_{ni} = E_{ni} - (E_{ni} - E_{n(i-1)}) * P_k$$  \hspace{1cm} (5)

If $(i = 1)$, then

$$E_{ni} = E_{ni} - (E_{ni} - X_{n\min}) * P_k$$  \hspace{1cm} (6)
As stated earlier each individual consists of two parts; the first constituent part consists of membership functions of all the input variables. The size of membership functions (from Figure 6) while considering the assumptions made earlier, can be computed as follows:

Size of membership functions (First constituent part)

\[ = \sum_{j=1}^{n} m_j \]  \hspace{1cm} (7)

where “n” is the number of input variables, and \( m_j \) the number of membership functions for \( j^{th} \) input variable.

**B) Encoding Mechanism for Rule-base Generation**

The second constituent part consists of rule-base represented by a set of consequents selected from a given set. The size of rule-base can be computed as follows:

Size of rule-base (Second constituent part)

\[ = \prod_{l=1}^{n} m_l \]  \hspace{1cm} (8)

Hence, size of each individual required to encode the zero-order TSK fuzzy model is the sum of equations (7) and (8).

\[
\text{Size of one individual (Sugeno model)} = \sum_{j=1}^{n} m_j + \prod_{l=1}^{n} m_l \hspace{1cm} (9)
\]

Thus, an individual representing the parameters of the membership functions for input variables and rule base corresponding to a Sugeno model can be represented as shown in Figure 7. In Sugeno model the output variable is represented by fuzzy singleton.

**C) Computing Output of each Individual**

Each individual represent one fuzzy model whose performance is evaluated in terms of MSE as defined in equation 1.

For a given input training data set, output of each individual can be computed as follows (Eq. 14.5 in [7]):

\[
\text{Computed output (training example)} = \frac{\sum_{k=1}^{R} W_k \left( R_{KC} \right)}{\sum_{K=1}^{R} W_k} \hspace{1cm} (10)
\]
where $w_k$ is the matching degree (i.e., the firing strength) of the $k^{th}$ rule defined by Eq. 14.6 in [7] and $R_kC$ is the consequent of the $k^{th}$ rule.

For each training example we compute output using equation (10) and compared it with actual output as given in training example and find the error as follows:

$$\text{Error} = O_A \text{ (as given in training data set)} - O_C \text{ (using Equation 10)} \quad (11)$$

For complete data set MSE is computed. This will give the MSE of each individual which is used as the fitness function for rating the fuzzy model.

D) Problem Formulation

For a given training data set we compute output of each individual (one fuzzy model) in population. Every training example produces one output which is compared with output as given in training example. For all sets of input MSE is computed.

Our optimization algorithm simultaneously adjusts membership function parameters and consequents in such a way so as to minimize the objective function i.e. MSE. This problem of system identification can now be stated as minimization problem as given below:

Minimize objective function (MSE)

$$MSE = \frac{1}{N} \sum_{k=1}^{N} \left[ O_A - O_C \right]^2$$

Subject to the constraint that
Identification of Optimized Fuzzy Model

1. \( R_kC \in \{ \text{specified set of consequents} \}; \)

2. \( X_{n_{\min}} < E_{n1} < E_{n2} < \ldots < E_{nm_n} < X_{n_{\max}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (12) \)

where \( O_A \) is the actual output, \( O_C \) is the computed output, \( N \) is number of data points taken for model validation and \( R_kC \) represent consequent of \( k^{th} \) rule.

The methodology for the identification of optimized fuzzy model through various optimization algorithms (BBO, BB-BC, ACO, ABC and FA) is represented as pseudo-code in Figure 8.

### 4. APPLICATION EXAMPLES

#### 4.1 Problem 1: Battery Charger

The suggested approaches have been applied for identification of fuzzy model for the rapid Nickel-Cadmium (Ni-Cd) battery charger [69]. The objective of this charger was to charge 2AA Ni-Cd batteries as quickly as possible but without doing any damage to them. Input-output data consists of 561 points is available at http://www.research.4t.com. For this charger, the two input variables used to control the charging rate (Ct) are absolute temperature of the batteries (T) and its temperature gradient (dT/dt). Charging rates are expressed as multiple of rated capacity of the battery, e.g. C/10 charging rate for a battery of C=500 mAh is 50 mA [70]. The input and output variables identified for rapid Ni-Cd battery charger along with their universes of discourse are given in Table 1.

The block diagram for the system to be identified is given in Figure 9. Let us assume that the temperature with the universe of discourse ranging from
0-50 degree centigrade has been partitioned into 3 fuzzy sets namely temperature low, med (medium), and temperature high.

The temperature gradient is partitioned into 2 fuzzy sets (membership functions) namely low and high. Initially we set the parameters of membership functions of input variables using modified FCM clustering technique [44]. Once fuzzification of the inputs is carried out, we get the 6 combinations of input membership functions (3*2 = 6) representing 6 antecedents of rules. These 6 rules form the rule base for the system under identification. The rule base is yet incomplete as for each rule the consequent need to be found out. From the datasets of Battery Charger (Appendix 1), we find that there are only 5 consequents that form the set of consequents from where we have to choose one particular element as the consequent for a particular rule. The specified set of consequents in this case are C₁= Trickle = 0.1 Amp, C₂=Low = 1 Amp, C₃= Med = 2 Amp, C₄= High= 3 Amp and, C₅= Ultrafast = 4 Amp. We have to choose parameters of antecedent and consequents in such a way so as to fulfill condition given by expression (12).

In this problem the individual size to encode a Sugeno model may be calculated from equation (9) as follows:

<table>
<thead>
<tr>
<th>Input Variables</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (T) °C</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>Temperature Gradient (dT/dt) °C/sec</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>OUTPUT VARIABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charging Rate (Ct) A</td>
<td>0</td>
<td>8 C</td>
</tr>
</tbody>
</table>

TABLE 1
Input and Output variables for rapid Ni-Cd battery charger alongwith their universes of discourse.

FIGURE 9
Sugeno type Fuzzy Model for Battery Charger.
Individual Size (Sugeno model) = \sum_{j=1}^{2} m_j + \prod_{l=1}^{2} m

= (3 + 2) + (3 \times 2) = 5 + 6 = 11

The 11-dimension individual representing a Sugeno fuzzy model for the Ni-Cd rapid battery charger is shown in Figure 10.

**A Parameter Settings for Algorithms**

To obtain suitable parameters of algorithms which affect the performance in terms of solution quality and processing time, a large number of experiments were conducted with different parameter settings. We found that a population size of 50 and maximum number of generations of 5000 was adequate for all algorithms except ACO. For ACO the number of ants was kept to 30 and maximum number of iterations was 10,000. The other specific parameters of algorithms which came through experiments are listed in Tables 2-5. All observations are made on Intel Core i5-450M @ 2.4 GHz HP ENVY14 laptop with 4GB of RAM.

**B Simulation Results and Discussions**

With the optimal parameters obtained, the large numbers of sets of trials were conducted with all approaches as given in Section II. Each set consisted of 10 trials. In Table 6 we list the performance of one best set of each approach in terms of MSE and computing time. This performance is for the training data

---

**FIGURE 10**

Encoding of Sugeno Model for rapid Ni-Cd Battery Charger.
Parameter | VALUE
---|---
Mutation probability | 0.1
Habitat modification probability ($P_{modify}$) | 1
Maximum immigration ($I$) rates for each island | 1
Maximum emigration ($E$) rates for each island | 1
Lower bound for immigration probability per SIV ($\lambda_{Lower}$) | 0
Upper bound for immigration probability per SIV ($\lambda_{Upper}$) | 1
Step size ($dt$) for numerical integration of probabilities | 1

**TABLE 2**
BBO algorithm parameters for fuzzy model identification of Battery Charger.

Parameter | Value
---|---
limit (A trail number after which solution cannot be improved) | 10

**TABLE 3**
ABC algorithm parameters for fuzzy model identification of Battery Charger.

Parameter | Value
---|---
$\alpha$ (a constant) | 2
$\rho$ (evaporation constant) | 0.018
$\Delta\tau^k$ (Pheromone deposit factor) | 0.0072

**TABLE 4**
ACO algorithm parameters for fuzzy model identification of Battery Charger.

Parameter | Value
---|---
$\alpha$ | 0.5
$\beta$ | 0.2
$\gamma$ | 1

**TABLE 5**
FA algorithm parameters for fuzzy model identification of Battery Charger.

set. For training purposes we selected 14 training examples out of 561 data points. This training data set was chosen as peaks of membership functions. Each approach was executed for population size of 50 and maximum iterations of 5000 except ACO based approach which was stable for 10000 iterations and the minimum, average and maximum MSE’s were recorded as given in Table 7.
Model Identification Approach  
Number of iterations = 5000; Population size = 50  
Number of iterations for ACO = 10000; Number of ants = 30

<table>
<thead>
<tr>
<th>Trials</th>
<th>BBO MSE (in seconds)</th>
<th>CPU Time (in seconds)</th>
<th>BB-BC MSE (in seconds)</th>
<th>CPU Time (in seconds)</th>
<th>ACO MSE (in seconds)</th>
<th>CPU Time (in seconds)</th>
<th>ABC MSE (in seconds)</th>
<th>CPU Time (in seconds)</th>
<th>FA MSE (in seconds)</th>
<th>CPU Time (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.004</td>
<td>204</td>
<td>0.004</td>
<td>114</td>
<td>0.005</td>
<td>241</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>132</td>
</tr>
<tr>
<td>2</td>
<td>0.010</td>
<td>205</td>
<td>0.008</td>
<td>114</td>
<td>0.006</td>
<td>257</td>
<td>0.005</td>
<td>266</td>
<td>0.006</td>
<td>142</td>
</tr>
<tr>
<td>3</td>
<td>0.007</td>
<td>207</td>
<td>0.006</td>
<td>114</td>
<td>0.007</td>
<td>254</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>138</td>
</tr>
<tr>
<td>4</td>
<td>0.009</td>
<td>211</td>
<td>0.006</td>
<td>114</td>
<td>0.009</td>
<td>254</td>
<td>0.005</td>
<td>266</td>
<td>0.011</td>
<td>132</td>
</tr>
<tr>
<td>5</td>
<td>0.007</td>
<td>206</td>
<td>0.004</td>
<td>114</td>
<td>0.020</td>
<td>262</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>135</td>
</tr>
<tr>
<td>6</td>
<td>0.005</td>
<td>203</td>
<td>0.007</td>
<td>113</td>
<td>0.009</td>
<td>259</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>137</td>
</tr>
<tr>
<td>7</td>
<td>0.009</td>
<td>206</td>
<td>0.009</td>
<td>114</td>
<td>0.006</td>
<td>266</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>141</td>
</tr>
<tr>
<td>8</td>
<td>0.002</td>
<td>205</td>
<td>0.005</td>
<td>113</td>
<td>0.005</td>
<td>253</td>
<td>0.005</td>
<td>266</td>
<td>0.006</td>
<td>140</td>
</tr>
<tr>
<td>9</td>
<td>0.003</td>
<td>203</td>
<td>0.006</td>
<td>114</td>
<td>0.006</td>
<td>252</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>139</td>
</tr>
<tr>
<td>10</td>
<td>0.005</td>
<td>207</td>
<td>0.006</td>
<td>112</td>
<td>0.007</td>
<td>249</td>
<td>0.005</td>
<td>266</td>
<td>0.005</td>
<td>131</td>
</tr>
</tbody>
</table>

TABLE 6  
Performance of five new model identification approaches for battery charger example in a set of 10 trials
The best of the average MSE was observed to be 0.005 by ABC algorithm based approach. The best of the minimum MSE given by BBO approach was observed to be 0.002. For 5000 iterations, BB-BC took the minimum time of 112 sec. whereas maximum time recorded by ABC was 266 sec. We further observe from Figure 11 that ABC based approach stabilizes the evolved model to MSE goal in lesser number of iterations as compared to other approaches.

Further for training data as observed from Figure 11 one can observe that ABC approach was fastest to stabilize followed by FA approach,

<table>
<thead>
<tr>
<th>Performance Measures</th>
<th>BBO</th>
<th>BB-BC</th>
<th>ACO</th>
<th>ABC</th>
<th>FA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum MSE</td>
<td>0.002</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Average MSE</td>
<td>0.006</td>
<td>0.006</td>
<td>0.008</td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td>Maximum MSE</td>
<td>0.010</td>
<td>0.009</td>
<td>0.020</td>
<td>0.005</td>
<td>0.011</td>
</tr>
</tbody>
</table>

TABLE 7
Comparison of five new model identification approaches for battery charger example in terms of MSE.
BB-BC approach and last to stabilize was BBO approach. In general ABC approach stabilize the evolved model in less than 100 iterations, FA approach in around 500 iterations, BB-BC approach in less than 700 iterations and BBO approach in and around 3000 iterations whereas ACO approach (as seen in Figure 12) stabilize the evolved model in around 10000 iterations.

We further observed from Table 8 that for MSE goal of 0.006, ABC algorithm based approach identified the desired model in average time of 3 seconds, FA approach in 13 seconds, BB-BC approach in 29 seconds, BBO approach in 68 seconds and ACO approach generated the results in 255 seconds. Thus clearly establishing the superiority of ABC algorithm based approach over other approaches for the control problem under identification (Figure 13). The performance for the evolved system was compared with that available in the literature and the same is given in Table 9. It can be observed that ABC approach followed BBO approach, BB-BC approach, FA approach and ACO approach in that order give excellent model performance as compared to other approaches. The evolved models with all the proposed approaches are given below in Table 10. Further, with the use of rule reduction algorithm [12], [13] we can have a compact rule-base of only 3 rules as shown in Table 10.

FIGURE 12
Graph of Iterations vs MSE for ACO Based Approach.
Model Identification Approach

<table>
<thead>
<tr>
<th>Trials</th>
<th>ABC</th>
<th>FA</th>
<th>BB-BC</th>
<th>BBO</th>
<th>ACO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>11</td>
<td>24</td>
<td>18</td>
<td>241</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>10</td>
<td>17</td>
<td>11</td>
<td>257</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>15</td>
<td>58</td>
<td>164</td>
<td>266</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>12</td>
<td>17</td>
<td>154</td>
<td>253</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>14</td>
<td>6</td>
<td>21</td>
<td>252</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>11</td>
<td>15</td>
<td>42</td>
<td>263</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>13</td>
<td>21</td>
<td>38</td>
<td>250</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>14</td>
<td>67</td>
<td>17</td>
<td>254</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>15</td>
<td>21</td>
<td>29</td>
<td>262</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>14</td>
<td>49</td>
<td>188</td>
<td>258</td>
</tr>
</tbody>
</table>


TABLE 8
Comparison of proposed approaches in terms of processing time.

FIGURE 13
Comparison of five model identification approaches in terms of average time of 10 trials for fixed MSE goal in control problem.
4.2 Evolved Model performance for Test Data set

For control problem under discussion out of 561 points, a set of 14 data points were chosen as training dataset. For test data set we selected 20 points excluding those in the training data set (Appendix-1). Figure 13 presents the performance of evolved fuzzy model on test data set. The actual output is the desired output i.e. given in the data set and the computed output is the output computed by the proposed approaches i.e. BBO, BB-BC, ACO, FA and ABC respectively. It was observed that for test data set MSE stayed within 0.06 to 0.08 for all the observations.

**Problem 2: Iris data set classification problem**

The Iris data set [73] contains 150 patterns with four features that belong to three classes (Iris Setosa, Iris Versicolour and Iris Virginica) and each class contains 50 patterns. The four features are the sepal length, the sepal width,
FIGURE 13
Performance of evolved system through proposed approaches on test data set of Ni-Cd battery charger.

a) BBO  b) BB-BC  c) ACO  d) FA  e) ABC
<table>
<thead>
<tr>
<th>Model Identification Approach</th>
<th>Parameters of Membership functions</th>
<th>Parameters of Consequent part</th>
<th>Reduced Rule-Base [12], [13]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_1$</td>
<td>$E_2$</td>
<td>$E_3$</td>
</tr>
<tr>
<td>BBO</td>
<td>37</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>BB-BC</td>
<td>37</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>ACO</td>
<td>37</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>ABC</td>
<td>37</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>FA</td>
<td>36.3</td>
<td>40.3</td>
<td>43.8</td>
</tr>
</tbody>
</table>

UF=Ultrafast; H=High; T=Trickle; X=Don’t care

TABLE 10
Evolved fuzzy model through proposed model identification approaches for control problem.
the petal length and the petal width. All the four features are specified in centimeters. We choose only 20 percent data (30 out of 150 patterns) as training examples to form the training data set as given in Appendix 1. The system was trained using training data set and the system performance was evaluated using entire data set of 150 patterns. After experimentation, the best parameters obtained for proposed model identification approaches are given in Table 11.

The system was evolved 10 times for each approach and each system being evolved was tested for the entire data set. The classification rate and number of misclassifications for each model being evolved are given in Table 12. Three membership functions were associated with each input variable. It was observed that without expert’s opinion ABC approach evolved system with maximum classification rate of 99.3% in 5 trials which gave 1 misclassification out of 150 patterns, BBO approach gave maximum rate of 98.7% with 2 misclassifications, FA approach gave maximum rate of 98.7% with 2

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Population size</th>
<th>Maximum Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBO</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>BB-BC</td>
<td>30</td>
<td>10000</td>
</tr>
<tr>
<td>ABC</td>
<td>500</td>
<td>1000</td>
</tr>
<tr>
<td>FA</td>
<td>30</td>
<td>5000</td>
</tr>
</tbody>
</table>

TABLE 11
Parameter settings of algorithms for Iris data classification problem.
<table>
<thead>
<tr>
<th>Model Identification Approach</th>
<th>Classification rate on training patterns (%)</th>
<th>Identified Model No.</th>
<th>Classification rate on test patterns (%) / No. of Misclassifications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without Expert's intervention</td>
<td>With Expert's intervention</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>100</td>
<td>1</td>
<td>98.7/2 99.3/1 99.3/1 98.7/2 98.7/2 100/0 100/0 100/0 100/0</td>
</tr>
<tr>
<td>BBO</td>
<td>100</td>
<td>2</td>
<td>98.7/2 97.3/4 98.7/2 98/3 98.7/2 98.7/2 98.7/2 98.7/2 98.7/2</td>
</tr>
<tr>
<td>BB-BC</td>
<td>100</td>
<td>3</td>
<td>97.3/4 97.3/4 96.7/5 97.3/4 97.3/4 98/3 98/3 98/3 98/3</td>
</tr>
<tr>
<td>FA</td>
<td>100</td>
<td>4</td>
<td>97.3/4 97.3/4 98/3 97.3/4 98.7/2 98.7/2 98.7/2 98.7/2 98.7/2</td>
</tr>
</tbody>
</table>

**TABLE 12**
Comparison of proposed model identification approaches in terms of classification rate for training and test data set of Iris classification problem.
misclassifications and BB-BC approach gave its best with 97.3% classification rate which gave 4 errors.

Next, we adjusted the membership functions shapes and rule base manually taking expert's opinion into account (after observing misclassifications). By little effort, the best system we evolved gave classification rates of 100%, 98.7%, 98.7% and 98% for ABC, BBO, FA and BB-BC based approaches respectively as shown in Figure 14. ACO based approach was not considered for comparison due to complexity involved in graphical representation in computer presentation of problem. The results are tabulated and compared with results obtained by most other classification methods found in the literature as shown in Table 13.

### 5. CONCLUSIONS

As the complexity of problem grows soft computing approaches assume significance. This paper presents a frame work to evolve a complete fuzzy
model from available data using five recent nature inspired approaches namely BBO, BB-BC, ACO, ABC and FA. The proposed approaches successfully generated optimized fuzzy models from training data. The training data set was a small percentage of total available data set. The proposed approaches were successfully validated on one control and one classification problem. For control problem, ABC based approach appears to be more efficient in terms of computational time and MSE as compare to other approaches. Simulation results show that for an MSE goal of 0.006, ABC approach generated a fuzzy model within an average time of 3 seconds, FA in 13 sec., BB-BC in 29 sec., BBO in 68 sec. and ACO in 255 sec. For control problem, the results clearly indicate that as for as training data is concerned, ABC approach outperforms the other four approaches on computational time and MSE basis. The performance of proposed algorithms was validated using test data set. For test data set all of these algorithms performed within an MSE of 6 to 8 percent.

For classification problem, we used 20% of the available data for training purpose. For validation purpose entire data set was used as test data set. The proposed approaches generated fuzzy classification systems with high classification rates. ABC based approach obtained fuzzy classifier with average classification rate of 98.94%, BBO approach with 98.28%, FA approach with 97.86% and BB-BC approach with 97.06%. With expert’s opinion incorporated, this classification rate was improved to 100% (0 misclassification) for ABC approach, 98.7% (2 misclassifications) for BBO approach, 98.7% (2 misclassifications) for FA approach and 98% (3 misclassifications) for BB-BC approach. Thus we conclude that the proposed approaches perform better than or equivalent to most of the existing approaches available in the literature.
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## APPENDIX – 1

<table>
<thead>
<tr>
<th>Data Point</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Actual Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.0</td>
<td>4.0</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>3</td>
<td>37</td>
<td>0.2</td>
<td>4.0</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>0.0</td>
<td>3.0</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>6</td>
<td>41</td>
<td>0.5</td>
<td>2.0</td>
</tr>
<tr>
<td>7</td>
<td>42</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>43</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>44</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>44</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>45</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>45</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>50</td>
<td>1.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

### Training Data Set for Battery Charger

<table>
<thead>
<tr>
<th>Data Point</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Actual Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.1</td>
<td>4.0</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.5</td>
<td>4.0</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>0.2</td>
<td>4.0</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>0.9</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>37</td>
<td>0.8</td>
<td>4.0</td>
</tr>
<tr>
<td>7</td>
<td>37</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
<td>0.4</td>
<td>3.0</td>
</tr>
<tr>
<td>9</td>
<td>38</td>
<td>1.0</td>
<td>3.0</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>0.8</td>
<td>3.0</td>
</tr>
<tr>
<td>11</td>
<td>41</td>
<td>0.7</td>
<td>2.0</td>
</tr>
<tr>
<td>12</td>
<td>42</td>
<td>0.5</td>
<td>2.0</td>
</tr>
<tr>
<td>13</td>
<td>42</td>
<td>0.6</td>
<td>2.0</td>
</tr>
<tr>
<td>14</td>
<td>43</td>
<td>0.4</td>
<td>2.0</td>
</tr>
<tr>
<td>15</td>
<td>44</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>44</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>17</td>
<td>45</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>50</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>1.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

### Test Data Set for Battery Charger
<table>
<thead>
<tr>
<th>Data Point</th>
<th>Sepal length (in cm.)</th>
<th>Sepal width (in cm.)</th>
<th>Petal length (in cm.)</th>
<th>Petal width (in cm.)</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49</td>
<td>30</td>
<td>14</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>36</td>
<td>14</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>49</td>
<td>31</td>
<td>15</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>54</td>
<td>37</td>
<td>15</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>34</td>
<td>15</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>44</td>
<td>30</td>
<td>13</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>35</td>
<td>16</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>33</td>
<td>14</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>32</td>
<td>45</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>55</td>
<td>23</td>
<td>40</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>59</td>
<td>30</td>
<td>42</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>59</td>
<td>32</td>
<td>48</td>
<td>18</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>63</td>
<td>25</td>
<td>49</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>64</td>
<td>29</td>
<td>43</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>67</td>
<td>30</td>
<td>50</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>54</td>
<td>30</td>
<td>45</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>62</td>
<td>29</td>
<td>43</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>51</td>
<td>25</td>
<td>30</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>71</td>
<td>30</td>
<td>59</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>65</td>
<td>30</td>
<td>58</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>49</td>
<td>25</td>
<td>45</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>67</td>
<td>25</td>
<td>58</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>64</td>
<td>27</td>
<td>53</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>57</td>
<td>25</td>
<td>50</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>65</td>
<td>30</td>
<td>55</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>26</td>
<td>69</td>
<td>32</td>
<td>57</td>
<td>23</td>
<td>3</td>
</tr>
<tr>
<td>27</td>
<td>67</td>
<td>33</td>
<td>57</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>28</td>
<td>64</td>
<td>28</td>
<td>56</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>29</td>
<td>64</td>
<td>28</td>
<td>56</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>59</td>
<td>30</td>
<td>51</td>
<td>18</td>
<td>3</td>
</tr>
</tbody>
</table>

Training Data Set for Iris Plants

Input 1 – Temperature
Input 2 – Temperature Gradient
Actual Output - Charging Current
Class 1 – Iris Setosa
Class 2 – Iris Versicolour
Class 3 – Iris Virginica
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